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Abstract The possibility of utilizing the innovative
features of GriF, a Grid Framework allowing the guided
management, the monitoring and the results recollec-
tion of molecular science simulations as advanced Grid
Services to organize, simplify and harmonize the work
carried out by computational molecular scientists has
led to an enhancement of its Workflow-oriented nature
and to its application to the reactive scattering com-
ponents of the Grid Empowered Molecular Simulator
GEMS. A key aspect considered here is the use of GriF
as a Science Gateway for applications needing a search
for convergence and a combination of High Through-
put and High Performance computing resources. This is
found in our study to provide a solid ground for the as-
semblage of complex computational applications when
realistic (going from first principles to the simulation
of the experimental signal) simulations are undertaken
and for implementing Quality Evaluation mechanisms.

Keywords Grid Frameworks · Grid Molecular Simu-
lations · Grid Services · Grid Workflow Management
Systems · Quality Evaluation · Quality of Service ·
QoS · Quality of User · QoU · Science Gateways ·
Sustainability · Web Services

1 Introduction

The main difficulty for the generic users (as most of
the members of the user communities are) of the Grid
is the high level of computer skills still required to
run distributed massive applications on it. To this end,
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middleware consortia (like EMI [1]) and some specific
projects of the European Grid Initiative EGI [2] (like
EGI-Inspire [3]) are working to develop user friendly
tools.
Among these tools is GriF [4]. GriF is a Workflow-
oriented Grid Framework designed within the activities
of the Virtual Organization (VO) COMPCHEM [5] to
provide its users with a tool allowing them to operate
on the Grid and manage related operations (as for ex-
ample running jobs, checking their status and retrieving
related results) with no need for mastering the low-level
Grid environment and using specific Grid operating sys-
tem dependent commands.
To make the applications achieve a high-level of friend-
liness and portability, GriF has been further structured
not to require the users to bear Grid Certificates (by
adopting Robot Certificates [6]), to handle binary pro-
grams and to decide which Grid resources are to be
used. Further enhancements of GriF have allowed op-
erations to be carried out by the user both relying on a
natural-like language (for example, when searching for
an application of interest to make use of the program
name or some keywords matching the desired applica-
tion description and functions) and various Framework-
side interventions like those related to the Grid resources
match-making for the specific programs offered under
the form of Grid Service. All this has been targeted to
the optimization of the selection of the machines of the
Grid platform with respect to their availability and to
their suitability for scientific calculations by taking as
a benchmark use case a specific molecular science ap-
plication. For the same particular use case, the more
challenging target of enabling the assemblage of highly
complex Workflows (including Workflows of Workflows)
has been considered.
Moreover, the enhancement of GriF has been further
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targeted to the development of a new Quality plug-in
to the end of rewarding the contributions of the COM-
PCHEM VO members in terms of services and activities
provided either to the community as such or to individ-
uals. This has required a preliminary study on the pro-
filing of the VO users paving the way to a systematic
evaluation of the work carried out within a Grid Com-
munity targeted to the enhancement of its Sustainabil-
ity via the design of a Quality Evaluation system that
is also reported here.
Accordingly, the paper is articulated as follows: in sec-
tion 2 the use case (a molecular science simulator) uti-
lized as a bench for the extensions of GriF to a high
level management of the distribution of the computa-
tional applications is described in detail; in section 3
both the basic and the enhanced options offered by the
GriF flowchart based on two Java servers and a Java
client are illustrated; in section 4 the possibility of using
the Workflow-enabled version of GriF to submit com-
putational tasks from the Grid to external supercom-
puters when dealing with the so called Grid Empow-
ered Molecular Simulator (GEMS) [7,8] from ab initio
calculations to experimental observables is analyzed to-
gether with the possibility of implementing concurrent
Workflows for GEMS; in section 5 the GriF plug-in al-
lowing Quality Evaluation of Services and Users in Grid
and serving as a basis to reward VO members for the
work carried out on behalf of the community, is dis-
cussed. Some conclusions and ideas for future work are
outlined in section 6.

2 The Use Case utilized

The structuring of GriF was prompted, as already men-
tioned, by the need of the users of the already men-
tioned COMPCHEM VO to manage on the Grid the
criticalities arising when distributing GEMS [9] by avoid-
ing being involved in the related technical aspects. The
foundations of GEMS were first given in ref. [10] and
implemented in a portal developed for the a priori sim-
ulation of crossed beam experiments [11] named SIM-
BEX. The present flow-chart of GEMS is definitely more
structured than that adopted by SIMBEX. It consists,
as shown by its schematic representation given in Fig. 1,
of the conditional execution of the following blocks:
INTERACTION, FITTING, DYNAMICS, OBSERV-
ABLES which target, respectively, the following tasks:

– Evaluate, if not otherwise available, the electronic
structure of the molecular aggregate of interest;

– Fit, using an appropriate functional form, the cal-
culated ab initio values;

Fig. 1 The simplified flow-chart of GEMS.

– Integrate the set of scattering equations most suited
for describing the motion of the nuclei of the con-
sidered system;

– Average over multiple valued parameters the scat-
tering quantities needed to work out a theoretical
estimate of the requested observable property.

The distribution of the associated tasks starts by as-
signing single molecular geometry ab initio calculations
to each computing unit utilized by INTERACTION.
The ab initio computational tasks associated with the
ab initio evaluation of the electronic energy eigenval-
ues, EI(R), and eigenvectors, cI

j (r;R), for the electronic
Hamiltonian Ĥe at fixed nuclei position vectors R:

ĤeΦ
e
I(r;R) = EI(R)Φe

I(r;R) (1)

(with Φe
I(r;R) being the electronic eigenfunction ex-

panded in a suitable basis set {ϕI(r)} whose expan-
sion coefficients are the already mentioned eigenvectors
cI

j (r;R) [12] parametrically dependent on R) are sel-
dom executable on the ordinary nodes of the Grid (they
usually require at least clustered cpus or, even better,
supercomputer facilities so as to count on large virtual
memories suited to support large matrix and extended
diagonalization problems). Packages already considered
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for our implementations are GAMESS-US [13] and DAL-
TON [14].
No distribution is considered for the FITTING block
associated with a transformation of the pointwise rep-
resentation of the interaction produced by the INTER-
ACTION block via a procedure (usually of the least
square type) that adopts a functional representation of
the electronic energies easy to modify and simple to cal-
culate. For this in-house codes tailored according to the
recipes (and using when available the authors’ routines)
of ref. [15] and ref. [16] have been adopted in GEMS.
The most elaborated distribution schemes have been
adopted for the packages of the DYNAMICS block which
tackle the problem of integrating the electronically adi-
abatic Schrödinger equation for the nuclei wavefunction
ΨI(R, t) either in its Time Dependent (TD) form:

ih̄
d

dt
ΨI(R, t)ΨI(R, t) = [T̂N (R) + EI(R)]ΨI(R, t) (2)

(in which T̂N (R) is the nuclear kinetic operator) or in
the corresponding Time Independent (TI) version [17].
The methods implemented in GEMS are either devel-
oped in-house or available from the Web. As a matter of
fact, most of the work for extending GriF was focused
on the quantum mechanical atom-diatom reactive scat-
tering codes [4,9] (for small systems) and to the classical
mechanics one for the large ones [18–20]).
Typical classical mechanics packages integrate a set of
first (sometimes also second) order partial differential
equations starting from different sets of initial condi-
tions. For moderately large systems these calculations
are typical parameter studies applications in which a
large quantity of independent tasks, each iterating over
time the single time-step integration of the related clas-
sical mechanics coupled differential equations, can be
easily dealt by the ordinary nodes of the Grid because
requiring a limited amount of memory and an afford-
able (for the Grid) demand of computing time. The
main problem is only the large number of events (tra-
jectories) to be considered and the associated handling
of the results storage.
Typical quantum mechanical packages integrate either
in time (TD methods) [21] or in space (TI methods) [22]
a large set of coupled second order partial differential
equations. However, even for the simplest reactive sys-
tems, the atom diatom ones, related calculations only
seldom can be re-conducted to simple parameter stud-
ies applications in which a large quantity of indepen-
dent tasks, each iterating over the time (or space) step
integration of the coupled differential equations, are ex-
ecuted. The involved differential equations, in fact, are
so demanding in terms of memory (because of the size
of the used matrices) that, when increasing the com-
plexity of the system or even only seeking convergency

with the total angular momentum quantum number J,
the computational tasks can not be easily handled by
the ordinary machines available on the Grid.
No distribution is considered for the OBSERVABLES
block both because this is the most user-dependent part
of GEMS and because, most often, part of its tasks is
taken care already in the DYNAMICS block leaving
with OBSERVABLES only the task of making an ap-
propriate average.
To investigate the problem of an appropriate distribu-
tion of the computational tasks we have in the past
performed several studies and reported related results
in the literature (either by using in-house developed
scripts or by exploiting the features of the P-GRADE [23]
Grid Portal (see for example ref. [24])). A comparison
between the use of P-GRADE and GriF shows that
the latter improves on the former in efficiency and by
providing the users with better operational modalities
based on friendly User Driven Services. These services
meet the goals of the COMPCHEM users because they
allow them to easily integrate, generate and control the
activities of the various computational tasks by man-
aging the flow of the application and determining what
and how data is captured and used. In particular, with
the extension discussed here the users have not only the
”static” possibility of deciding once for ever the pack-
ages to be composed for running (the ab initio program
to use for calculating the electronic structure informa-
tion, if ab initio data have not yet been produced or a
potential energy routine is not already available, what
type of fitting procedure has to be chosen for the ab
initio data, what type of molecular dynamics code has
to be adopted and, finally, what kind of experimental
observable has to be simulated) yet they have the pos-
sibility of building run-time options like the insertion of
barriers to synchronize computing paths, the implemen-
tation of iterations (including the condition controlled
ones) to check self consistency and convergence of the
calculated properties as well as the preferential routing
of the tasks to specific platforms.

3 The GriF Framework

GriF has shown to be an extremely useful tool for the
users because it facilitates an optimal usage of the mem-
ory, a reduced engagement of the cpu and a minimal
consumption of wall time. On top of that, it leads to an
optimized distribution of tasks over the network allow-
ing the assemblage of applications of higher complexity
and exploiting as well the collaboration between the ex-
perimentalists and the experts in various (complemen-
tary) theoretical areas.
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GriF is, in fact, able to capture, out of the data sup-
plied by the Grid monitoring sensors, the information
relevant to properly manage the computational applica-
tions of interest and articulate them in sequential, con-
current or alternative quality paths by adopting a Ser-
vice Oriented Architecture (SOA) and Web Services [25].

3.1 The Basic Version

The SOA organization of GriF, as shown by the flow-
chart given in Fig. 2, consists essentially of two Java
servers and one Java client [26].

Fig. 2 The simplified flow-chart of GriF with YC be-
ing the Consumer, YR being the Registry, YP being the
Provider and UIs being the entry-points to the compu-
tational platforms.

The two Java servers, called YR (acting as an infor-
mation registry for available services) and YP (acting
as a container providing Web Services), both describe
services and reference self-describing interfaces which
are published in platform-independent documents. The
Java client YC takes care of running the jobs on the
associated User Interface (UI) and supports the correct
interfacing of the Web Services offered by GriF.
To run some programs on the Grid the user can utilize
YC to perform several actions devoted to:

– The management of the basic Grid operations (e.g.
checking single and multiple job status even imple-
mented on mobile devices);

– The search of the programs on YR (e.g. searching for
a YP exposing a Web Service offering the execution
of the requested programs);

– The optional introduction of changes in the requested
programs;

– The compilation of new executables on the selected
YP by replacing the ones provided as default.

Users can also utilize the results of any previous actions
to start the execution of the Grid job after passing a
user-specific input file (when the default one is not ap-
propriate) and monitor the jobs status eventually re-
trieving the results.

In the first implementation of GriF [27] all these fea-
tures are utilized to wrap user programs, manage the
Grid Certificates and Proxies, compile different exe-
cutables, execute Grid jobs, monitor the jobs status and
to retrieve the results.
Using GriF the members of a Grid Community are able
to set up and manage YPs to expose their services in
an open, standard and secure way even if having little
familiarity with the wrapped programs and the Grid
platform. Moreover, GriF puts the users at the center
of the action as a point of generation, integration, con-
trol and evaluation of the computational activities by
making use of innovative algorithms in order to pro-
vide them with more reliable computational resources
and advanced running facilities representing different
operational models.

3.2 Enhanced Features

As already mentioned, the original goal of GriF was to
provide the COMPCHEM members with a user friendly
tool allowing them to exploit the innovative features
of Grid computing with no need for mastering related
technicalities. In other words, GriF makes Grid appli-
cations black-box like and, at the same time, leads to a
more efficient exploitation of the innovative features of
the Grid when building applications of higher level of
complexity. Thanks to its robust SOA framework na-
ture GriF can, in fact, support collaboration among
researchers bearing complementary expertise and con-
tributing to collaborative work when they want to artic-
ulate their computational applications as a set of mul-
tiple tasks.
The main computational features of GriF were first
exploited for running the quantum reactive scattering
programs of GEMS on the Grid (such runs have al-
lowed to carry out, for example, a systematic accurate
study of the reactive efficiency of some popular atom di-
atom systems [28–30]). However, the problem of these
codes is the fact they present a high level of complexity
that needs to be properly dealt by adopting appropri-
ate interfaces in order to efficiently support both users
having a low level of expertise (training purpose) and
users wishing to customize their applications for ad-
vanced studies (research purpose). To the end of dis-
tributing on the Grid massive concurrent executions,
the wrapped services of GriF enabling quantum appli-
cations were improved to make use of the Collection
option [31] (typical of gLite (Lightweight Middleware
for Grid Computing) [32], as shown in Fig. 3).
As a matter of fact, after choosing between a custom bi-
nary program or an application already made available
under the form of Grid Service, the user is requested
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Fig. 3 The Parameter Study running modality.

to specify a compressed file in which all the different
inputs (one for each subjob to be run concurrently) are
stored. Accordingly, the Job Type chosen by the user
will be ”Parameter Study”. After the job has started
(by pressing the button ”Start”), useful information,
like the URL where to check the jobs status, are re-
turned and each related subjob is run on the Grid, as
shown in Fig. 4.

Fig. 4 The Monitoring facilities.

In this respect, for each subjob belonging to the same
collection a different Computing Element (CE) queue
q will be used according to the so called ’Ranking’ fea-
ture of GriF. In particular, with the term ’Ranking’ we
define the ability of GriF to evaluate, by making use
of adaptive algorithms developed by us, the Quality of
each q (considering several different variables, like for
example Performance and Latency) accessible by the
considered Grid Community. When a user chooses to
utilize the GriF Ranking feature, YP automatically se-
lects (querying the GriF database) the q that has to be
used for each subjob.

Therefore, the global Ranking of a q is given by the
following general formula:

R(q) = R1 + R2 ; R1 > 0 (3)

where R1 is a positive integer number representing the
initial positional order of the related q resulting from
the Grid itself. This is done by making use of the al-
ready available Grid middleware facilities and, in par-
ticular, by running a fake Grid job adopting some GLUE
Schema [33] attributes (in particular the Requirements
and Rank ones) to carry out different attempts (cre-
ating at runtime a proper Job Description Language
(JDL) file specifying each time different requirements
and related order, from highest to lowest values) in or-
der to find, respectively:

1. The qs (ordered from lowest to highest cpu time)
having the (maximum − current) number of running
jobs > 0, the number of free cpus > 0, the number
of waiting jobs equal to 0 and ensuring a wall time
of 2 days at least;

2. Or (if no q matches this criterion) the qs (ordered
as in the previous case) having the number of free
cpus > 0, the number of waiting jobs equal to 0 and
ensuring a wall time of 2 days at least;

3. Or (if no q matches this criterion) the qs (ordered as
in the previous case) having the number of waiting
jobs equal to 0 and ensuring a wall time of 2 days
at least;

4. Or (if no q matches this criterion) the qs (ordered
from the lowest to the highest number of waiting
jobs) having the number of free cpus > 0 and en-
suring a wall time of 2 days at least;

5. Or (if no q matches this criterion) the qs (ordered
as in the previous case) ensuring a wall time of 2
days at least.

This means that, in order to be considered by GriF, a
q has to be first returned by the Grid itself (in fact,
in Eq. 3, R1 > 0 is the necessary and sufficient condi-
tion for a q to own a R(q) value and then to be con-
sidered active). In other words, by using specific Grid
middleware facilities we can select which qs have to be
considered. Then GriF determines the qs position in a
quality-ordered rank list (as shown in Fig. 5) according
to the following formula:

R2 = KP ∗ nf

nt
−



B[Q] +
1

KAL ∗
∑nd

i=1
(wti−cti)

nd



 (4)

where KP is a constant weighing the ratio between the
failed (nf ) and the total (nt) number of jobs run by a
q (that we identify here as the Performance (P) of a
q) and, in the same equation, KAL is a constant weigh-
ing the Average Latency (AL). KAL is defined as the
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sum over the nd ”Done” jobs of the differences between
wall time (wti) and cpu time (cti) of each i ”Done”
job divided by nd. B is a boxed constant depending on
AL that can assume the values of a vector Q(q1, q2, q3,
q4) depending on the boundary values given in a vector
L(l1, l2, l3) both (arbitrarily though reasonability) cho-
sen by the System Manager according to the resources
management policy1.

Fig. 5 The real-time Ranking of GriF.

After receiving the typical sequence of Grid messages
associated with a successful completion of a job (”Ready”,
”Scheduled”, ”Running” and ”Done (Success)”), users
can access both the single (for a subjob by pressing
the button ”Get It”) or the total (for all the avail-
able results gathered together by pressing the button
”Get All”) results. Moreover, users can automatically
re-schedule the subjobs failed or remained in the same
state for too long. This can be done by clicking the
button ”Re-Send” that triggers a dedicated set of Web
Services responsible for the acquisition of each previous
data via the Simple Object Access Protocol (SOAP) [34]
protocol and their re-running by using a fresh ranked
q.

4 The Workflow-enabled application of GriF

As already mentioned, the most innovative feature of
the extended GriF version is its ability to support com-
plex Workflows on Grid platforms. To illustrate its im-
plementation we consider here as reference use case the
calculation of a virtual (ab initio) observable like the

1 We are already experimenting for the next version of GriF
the function:

B = a + b log10(AL) (5)

where a and b are coefficients to be properly tuned in time
by using either adaptive algorithms or cut-off strategies.

detailed rate coefficient (see later for its formulation)
of a molecule M2(v) in a given vibrational state v re-
acting with another molecule of the same type also in
a given vibrational state w. Such a process is usually
represented as:

M2(v) + M2(w) → M2(v′) + M2(w′) (6)

where, in our case, M2(v) is the diatomic molecule N2(v).
The importance of such study lies in the progress in
plasmas’ investigations which are non equilibrium chem-
ical systems whose individual processes experimental
measurement of efficiency is difficult (if not impossi-
ble) [35]. Yet, ab initio theoretical massive computa-
tional campaigns can, in principle, provide such infor-
mation. However, the cost to pay in terms of needed
computer time is such to make the modeling unviable
(not to mention that, in most cases, the calculations
of the efficiency of electron-molecule and gas-surface
elementary processes have to be added to those of pro-
cesses 6). This is, indeed, the case of atmospheric reen-
try studies [36] in which, after all, gas phase elementary
processes calculations need to be coupled with those of
fluid dynamics, boundary layers and non adiabatic ex-
pansion for temperatures ranging up to 100000 K. This
has made the implementation of an appropriate GriF
Workflow for the study of the N2(v) + N2(w) reaction
an ideal use case.

4.1 The HPC farm section of the Workflow: the
INTERACTION block

An important extension of GriF, prompted by the con-
sidered use case, is, as already mentioned, specifically
tailored to take care of multi-executions of the com-
putational tasks on the Grid following a user-defined
operation logic. They provide, in fact, the user with
the possibility of defining a global path to follow for
the whole computational experiment to be carried out.
As a matter of fact, the user has, in general, to upload
first a set of instructions (say a kind of main procedure)
chaining for example a given program (say A) to a fol-
lowing one (say B) by uploading the initial input and
both A and B binary programs separately. Then he/she
has to define the output of A as an input to B and,
when is the case, combine the Parametric Job modality
with the Workflow feature of GriF to run in parallel
several subjobs using different input files and follow-
ing the same operational logic. In the same way, results
generated by different subjobs can be channeled via the
mentioned main procedure and eventually gathered in
the final result file. This means that a general Workflow
supported by GriF (and defined under the form of shell
script) can make use of all the available programming
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language constructs and produce complex sequential,
conditional and iterative paths.
In this respect, the enhanced version of GriF acts as
a general purpose Science Gateway [37] providing the
users with the possibility of running a large variety of
applications using different kinds of distribution mod-
els [38]. This applies also to the GEMS simulation con-
sidered here and allows to deal with the criticalities as-
sociated with the different utilization of the computing
resources made by the various programs of the simula-
tor when varying some parameters of the calculations or
the dimensionality of the theoretical model used. Typ-
ically, as already mentioned in section 2, the distribu-
tion of GEMS on the Grid requires the use of parallel
clusters or even external High Performance Computing
(HPC) platforms for the INTERACTION block. As a
matter of fact, most of the ab initio packages, includ-
ing the already mentioned GAMESS-US and DALTON
ones, when used at high level of accuracy need large
sizes of memory seldom available on the Grid.
For this reason, the extended version of GriF has been
equipped with a new Ranking option that offers the
possibility of running a Parameter Study job by mak-
ing use of a single q. In particular, the present version
of GriF chooses, among those ensuring at least 1-day
executions, the q having the maximum number of cpus
available and therefore offering the possibility of reduc-
ing to a minimum failure probabilities. Accordingly, if
the same q is able to run parallel applications exporting
this information [33], it can be easily used by GriF for
running local parallel programs (for example making
use of MPI and OpenMP libraries) due to the fact that
all the parallel communications between the subjobs
will be of the intra-cluster type. At the same time, one
has also the possibility of directing computational tasks
to HPC machines external to the Grid. This is what
has been implemented for the ab initio calculations of
the INTERACTION block by activating a task farm
scheme in which computational tasks were submitted
to the IBM SP6 nodes of CINECA [39,40] (see Fig. 6)
to run the MPI Grid-oriented version of GAMESS-US
package [13] and collect back the results of the calcula-
tions.
As shown in Fig. 1 the INTERACTION block is fol-
lowed by the FITTING one that is better executed on
the local node due to the highly interactive nature of the
related procedures (interpolations and graphical repre-
sentations) needing continuous human intervention. A
preliminary analysis of the ab initio results [41] shows
that exchange can occur only at very high energy and
that minimum energy paths leading to products’ pre-
cursors prefer specific molecular geometries. However,
meanwhile high level ab initio calculations are still be-

Fig. 6 HPC running.

ing carried out to the end of completing a thorough
investigation of the Potential Energy Surface (PES) as-
sociated with the process considered and necessary to
carry out the calculations of the FITTING block, we
have already undertaken DYNAMICS calculations on
an available PES mainly to the end of establishing a
term of comparison for the results we shall get on the
new surface when ready.
The intramolecular component of the PES used for such
calculations is made of two Morse functions taken from
ref. [42] to formulate diatomic interactions. The inter-
molecular interaction is, instead, given by a four di-
mensional analytical expression based on dispersion co-
efficients, induction and long range electrostatic forces
determined starting from dipolar moments and multi-
polar polarizability of both dynamics and static for-
mulations of each monomer [43]. The quality of such
PES was checked by comparing calculated and experi-
mental second virial coefficients and integral scattering
cross sections, which are found to be in good agree-
ment. However, because of its definition the validity of
such PES is confined to non-reactive processes (elastic,
inelastic and partial dissociations).

4.2 The HTC farm section of the Workflow: the
DYNAMICS block

Classical dynamical calculations showed us the other
face of the coin when completing the structuring of the
Workflow of GEMS. For the DYNAMICS block, in fact,
due to the four atom nature of the N2(v) + N2(w) re-
action, the Quasi-Classical Trajectory (QCT) method
(for the evolution in time the system is treated as clas-
sical while for the determination of the initial and final
states a boxing of internal energy in a quantum-like
fashion is made) was the technique to be used to calcu-
late rate coefficients. The code utilized for that purpose
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is VENUS96 [44]. The basic structure of VENUS96 is
articulated into a first section setting the initial con-
ditions (nature of the atoms constituting the molecu-
lar system under consideration as well as the positions
and velocities of such atoms reproducing a configura-
tion mimicking the physical status of the reactants) for
a large set of trajectories to be determined by integrat-
ing a system of recursive relationships associated with
the classical mechanics equations.
For the reaction considered here (see Eq. 6) this means
a set of 24 Hamilton equations to be integrated using
the sixth order Adams-Moulton method primed by a
fourth order Runge-Kutta-Gill algorithm [45]. The in-
tegration step is set equal to 0.1 fs and allows to keep
the energy conserved up to 10−3 kcal mol−1 (checked
step by step). At the end of the integration the in-
ternal and collision energy of the products are evalu-
ated. To guarantee that initial and final situations are
truly asymptotic, related distances between the prod-
uct molecules are set at 14 Å. Within each integration
step the time consuming task is the calculation of the
PES value and derivatives. This implies that each tra-
jectory is a small memory high time consuming compu-
tational task. Accordingly, the appropriate distributed
computational scheme of VENUS96 is a High Through-
put Computing (HTC) task farm in which the master
generates the initial conditions and the workers carry
out the integration of the trajectories.
Obviously, in order to make the calculations efficient,
while keeping physical significance, specific attention
was put in defining the modalities of:

– setting the total number of trajectories (typically of
the order of 108 per given temperature and pair of
initial vibrational quantum numbers so as to have a
reasonably low standard deviation for the quantities
of interest);

– fragmenting the running of the overall number of
trajectories in appropriate subsets (typically of the
order of 104 corresponding to an average 8 hours of
cpu time so as to fit the limits of most of the system
queues and maximize the number of accessed ones);

– confining the number of submissions per sending
(typically of the order of 300 so as to have file dimen-
sions smaller than 200 MB requiring upload times
not longer than a few minutes);

– properly chaining the random numbers of the vari-
ous subsets of the fragmented distributed runs;

– implementing a large part of the results analysis
within the subjobs (typically a download of the re-
sults from the Grid on the local machine so as to
avoid);

– optimizing the choice of the maximum value of the
impact parameter (bmax).

Also the DYNAMICS block is followed (like the IN-
TERACTION one) by a highly interactive step (the
OBSERVABLES block in this case). In OBSERVABLES
(although some programs used in DYNAMICS may also
perform part of such work) the collected set of indi-
vidual trajectory results undergo a series of statisti-
cal treatments and graphical representations needing
continuous human intervention. The first quantities to
work out are the state (v, w) to state (v′, w′) thermal-
ized at the temperature T probabilities P (T, v, w, v′, w′):

P (T, v, w, v′, w′) =
N(T, v, w, v′, w′)

N(T, v, w)
(7)

where N(T, v, w, v′, w′)/N(T, v, w) is the fraction of tra-
jectories that, starting from the v and w initial vibra-
tional states (and a thermal distribution of collision and
rotational energy), end up into the v′ and w′ final vi-
brational states. Such probability, though not yet an
observable, is quite an illustrative property of the ef-
fectiveness of the interaction in promoting reactivity
especially when plotted against the impact parameter
b (the distance at which the two system would pass by
in the absence of interaction) as shown in Fig. 7.

Fig. 7 Opacity function for the inelastic collisions N2(v)
+ N2(w) at the temperature T .

The plot given in the figure (often called opacity func-
tion) reproduces the expected (for reactions with bar-
rier) decreasing behavior of the state specific inelastic
probabilities from a maximum at b = 0 typical of bar-
rier dominant processes which increase with the vibra-
tional excitation of the reactants. The state to state
probability is the basic quantity for calculating observ-
able properties like the cross section σ(T, v, w, v′, w′)
that is defined as:

σ(T, v, w, v′, w′) = πb2
maxP (T, v, w, v′, w′) (8)
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From the cross section one can also evaluate the rate
coefficient k(T, v, w, v′, w′) defined as:

k(T, v, w, v′, w′) = σ(T, v, w, v′, w′)
(

8kBT

πµ

)1/2

(9)

(with kB being the Boltzmann constant and µ the re-
duced mass of the colliding molecules) that is the real
measurable quantity of interest for the modeling.
Some illustrative values of the properly symmetrized
(k(T, v, w, v′, w′) = k(T, w, v, v′, w′) and k(T, v, w, v′, w′) =
k(T,w, v, w′, v′)) rate coefficients are given in Table 1
for increasingly vibrationally excited reactants. Such
preliminary results put in evidence the absence of a
particular bias to favour single quantum transition as
occurring in the corresponding atom-diatom reaction.

v’ w’ k(T,v,w,v’,w’) P(e)

18 21 5.0(-14) 20%

18 22 2.0(-12) 3%

19 20 2.7(-12) 3%

19 21 7.3(-10) 0.5%

19 22 5.4(-14) 19%

20 21 2.2(-12) 3%

Table 1 Rate coefficients (in cm3 molecule−1 s−1) for the
inelastic processes N2(v = 20) + N2(w = 20) → N2(v′) +
N2(w′) at T = 1000 K (parenthesis indicate powers of 10,
P(e) indicates the percentual error).

4.3 The Concurrency of Workflows

The above described articulation of GEMS and the di-
verse nature of multi-scale Molecular and Materials ap-
plications has prompted a reorganization of GriF al-
lowing the running of complex concurrent Workflows.
The one represented in Fig. 8 is the schema resulting
from the implementation of the above mentioned use
case that combines the two distributed sections (HPC
and HTC) and the two local ones. While running it, we
faced, for example, the need for launching, as already

mentioned, several concurrent tasks which are them-
selves Workflows (say up to 500) to be managed as
they were a single Grid job splitted into independent
subjobs.

Fig. 8 The combined GriF HPC - HTC Workflow of
GEMS with LOCAL being client activities, HPC be-
ing High Performance and HTC being High Throughput
Grid jobs.

Accordingly, in this section a parametrization of the ap-
plication allowing to interoperate via a ”multiple Work-
flows” approach has enabled us to properly manage con-
current paths starting from different initial inputs. This
led to faster composition of complex applications and
to a better chaining of data results, as shown in Fig. 9.

Fig. 9 Distributing Parameter Study Workflows on the
Grid.

Virt&l-Comm.4.2013.10

ISSN: 2279-8773



10 C. Manuali, E. Garcia, A. Laganà

In particular, by pressing the button ”Upload Your
Application” the user has to firstly provide the com-
mon logic of each Workflow (under the form of Shell
Script). Secondly, after choosing as Job Type the key-
word ’Workflow’, one can upload, respectively, a com-
pressed package including the different single or mul-
tiple inputs (structured in sub-directories one for each
independent Workflow) by using the button ”Select In-
put”. Then, one can also upload a compressed package
containing all the binary programs (shared from each
Workflow) involved in the computation by pressing the
button ”Upload Programs”.
Finally, after choosing the HPC option and by press-
ing the button ”Start” the whole distribution is sub-
mitted and the https identifier representing the Grid
job is returned to the Information area. Finally, its
extended management pursued by using properly the
”Manage Multiple Jobs” panel of YC in order to delete,
re-schedule and retrieve results for each Workflow (200
in the example given here, running on a different cpu
of the same CE queue) is shown in Fig. 10.

Fig. 10 Managing the Parameter Study Workflows dis-
tribution.

5 Quality Evaluations

The other innovative feature of the extended version
of GriF is the Quality Evaluation (QE). QE, in fact,
provides not only a means for improving the work on
the Grid but also for rewarding the engagement of the
COMPCHEM members in working for the VO. The
adopted reward mechanisms have been designed ac-
cording to a Grid Economy Model based on the eval-
uation of both the Quality of Service (QoS) achieved
in a Grid Services-based producing modality and the
Quality of User (QoU) associated with the behavior of
VO members when using the Grid [46].

QoS and QoU evaluations foster, in fact, a higher level
of exploitation of the Grid by:
1. enabling users to ask for Grid Services by specifying

as keywords high-level capabilities rather than, for
example, memory size, cpu/wall time and storage
capacity;

2. allowing managers to guarantee the automatic se-
lection of the most appropriate low-level capabilities
related to the current Grid job and the adoption of
different running policies (in other words, when a
Grid job has to be run, GriF can make use of differ-
ent system requirements according to the class level
of the user owning the Grid job);

3. offering a Selection [47] (rather than a pure Discov-
ery mechanism) based on a measure of the quality
of the available Grid Services;

4. articulating the Grid Economy Model as Costs to
be paid for the Services utilized and Credits earned
in return for the efforts spent on behalf of the VO.

Based on this ground, GriF provides Service Orches-
tration features which foster the establishing of collab-
orative operational modalities and enhance the possi-
bility for users and providers to cooperate in carrying
out higher level of complexity computational activities
leading to a gain of Credits. These Credits can then be
redeemed via a preferential utilization of the resources
(including the financial ones) of the VO.
It is important to point out here that in the version of
GriF implemented for the present work, the concept of
Service Discovery (in which VO users searching for Grid
Services are provided with an unranked list of match-
ings) is surpassed by that of Service Selection (in which
the ranking is based on QoS). At the same time, simple
user quality metrics are surpassed by the Credits award
mechanisms based on the new concept of QoU.
In order to quantify QoS and QoU, respectively, we
have already identified, as we shall discuss later in this
section, appropriate sets of non-functional properties
and parameters characterizing a QoS and QoU in [46].
It is worth mentioning, however, that we have consid-
ered here as a Grid Service any set of collaborative Web
Services of GriF running on the Grid by sharing a com-
mon distributed goal. As to QoU, instead, we refer to
the collection and filtering of different implicit and ex-
plicit information provided by users as will be implied
in the discussion below.
We want further comment that such development, in
addition to leveraging on collaboration, also stimulates
a significant extent of competition among the COM-
PCHEM members by introducing an incentive to pro-
duce innovative Grid Services and improve the existing
ones. Moreover, such mechanism has also the ”social”
effect (within the VO) of encouraging the members of
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COMPCHEM (see the articulation of membership lev-
els adopted by COMPCHEM shown in Table 2) to fur-
ther step up the quality of membership and to con-
tribute to the infrastructure development (Hardware
Provider). Credits, in fact, are also rewarded to mem-
bers conferring to the VO some of their computing re-
sources (Passive) and taking care of their deployment
(Active) on the Grid (see item 3 of Table 2).

Table 2 Levels of Membership in COMPCHEM (an up-
dated version of the membership levels originally described
in ref. [5] and of the Table originally published in ref. [48]
in which item 3 has been changed from ”Hardware
Provider” to ”Infrastructure Provider”).

5.1 Ranking the Quality of Services

QoS has become a significant factor in ranking the suc-
cess of Grid Service providers and it plays a crucial role
in Grid for estimating the usability and the utility of a
Grid Service and, therefore, in determining its popular-
ity. However, the implementation of the QoS Evaluation
on the Grid is a real challenge because applications with
very different characteristics and requirements compete
for heterogeneous Grid resources. Moreover, with stan-
dards like SOAP, UDDI [49] and WSDL [50] being adopted
by all major Web Service players, a wide range of Web
Services are being currently deployed for various pur-
poses.
Despite that, as most of the Web Services are increas-
ingly required to comply with standards, QoS is be-
coming a necessary label and clearer differentiation pa-
rameters have been proposed for them. As a matter
of fact, QoS relies on a whole range of criteria match-
ing the needs of Grid users with those of the Service
Providers in a competition for available Grid resources.
For this reason, in our work we refer to the properties

of the Web Services (such as for example Accessibility,
Integrity, Performance, Reliability, Availability and Se-
curity) already used to quantify QoS [46,51].
Yet, we have also adopted, in addition, the so called
Innovation parameter. Innovation does meet, in fact,
one of the central goal of COMPCHEM and is aimed
at specifically rewarding Active Software Providers (see
item 2 of Table 2).
Innovation was quantified in terms of the following vari-
ables:
– Age (A): number of days elapsed from the publish-

ing date of the Grid Service considered;
– Consolidation (C): a number indicating how many

previous consolidated Grid Services (starting from
the input of the former up to the output of the
latter) have been wrapped into a new (workflow-
enabled) one;

– Diffusion (D): the ratio between the number of times
that the Grid Service has been used and the number
of VO users in a considered time interval. Diffusion
implicitly comprises also the user friendliness;

– Efficiency (E): the ratio between the number of re-
sults produced by the Grid Service and the number
of VO users in a considered time interval;

– Production (P): the ratio between a value (rang-
ing between 0 and 1) indicating the level of new
functions (e.g. with respect also to already available
Grid Services recognized as standards by the scien-
tific community of the specific domain of applica-
tion considered) offered by the Grid Service (that is
based on both the number and kind of them) and
their related developing costs in terms of time and
money also expressed by a value ranging between 0
and 1;

– ”Social” aspect (S): the weighed sum of three val-
ues (each of them ranging between 0 and 1) rep-
resenting, respectively, the level of ethics (e.g. the
promotion of universal human values like peace), of
fairness (e.g. the promotion of universal availability
like open source software) and of social impact (e.g.
the promotion of a universal welfare) introduced by
the Grid Service;

– ”Green” aspect (G): the amount of natural harm-
lessness including Energy saving (in Watt), Ecocom-
patibility of materials (energy saved for their mate-
rials recycling) and Space saving (in Rack Unit, or
RU) of the Grid computing systems of a Hardware
Provider (the Grid site).

It is worth emphasizing here that in applying QoS to
COMPCHEM, we did put particular emphasis in defin-
ing the parameters S and G. For illustrative purposes
we discuss in some detail here the parameter G. The
steps required in order to build a ”Green” Provider are
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sketched in Table 3 together with its evaluation.

Table 3 A ”Green” Provider building process.

The particular attention paid to the G parameter is due
to the fact that one of our sponsors (MASTER-UP srl)
is active in the field of renewable energies and is de-
veloping a project in a Green chemical storage of wind
energy [52].
After all, Green Computing is an emerging field of Infor-
mation Technology (IT) [53] and is considered another
fundamental aspect of Sustainability. Green Comput-
ing (or Green IT), in fact, refers to environmentally
sustainable computing and can be defined as the study
and practice of designing, manufacturing, using and dis-
posing of computers, servers and all the associated sub-
systems efficiently and effectively with minimal or no
impact on the environment [54]. The goals of Green
Computing are similar to those of Green Chemistry:
reduce the use of hazardous materials, maximize en-
ergy efficiency during the product’s lifetime and pro-
mote the recyclability or biodegradability of defunct
products and factory waste.
As a matter of fact, in order to determine standard eval-
uations for G, we refer to the SWaP (Space (S), Watt
(W) and Performance (P)) formula proposed by Sun
Microsystems in 2005 [55]:

SWaP = P
S

W
(10)

in which one can determine P (usually measured in
Giga FLOPS (FLoating point Operations Per Second))
by using standard benchmarks (as for example [56]), S
by measuring the size of the Grid site in RU and W by
calculating its power consumption. As an alternative,
the more elaborate criterion of the GREEN500 [57] tu-
torial can be adopted [58].

5.2 Ranking the Quality of Users

As to QoU, the difficulty of gathering at all stages
the necessary information about the users has confined
their collection to a limited amount of objective data
that is stored in a MySQL [59] database and combined
with some user characteristics captured by the Grid
middleware. This has made it possible to profile the
users of the COMPCHEM VO and attempt a charac-
terization of their QoU.
In this paper, we report as an example a tentative
classification of the COMPCHEM users based on their
compiling and running habits. In this respect, the QoU
Evaluation parameters introduced by us [46] in order to
better define the Grid users and evaluate their work [60]
are essentially based on Collaborative Filtering (CF)
methods [61] and in particular on the combination of
the following passive and active quality information
(gathered by GriF for each COMPCHEM user):
– The number of compilations (passive);
– The number of runs as the sum of those based on

already available applications and those resulting
from user compilations (passive);

– The number of successes over failures (passive);
– The number of results retrieved over available (pas-

sive);
– The average amount of memory consumed for runs

whose results are retrieved (passive);
– The average cpu and wall time elapsed for runs

whose results are retrieved (passive);
– User-specific feedbacks (active).

By adopting such criteria, a sample of COMPCHEM
users has been first monitored in terms of their abil-
ity and/or interest to run and/or modifying the code
used [62]. The results of the monitoring indicate that
there are different types of users as far as the frequency
of compilation with respect to submissions is concerned.
This is well illustrated in Fig. 11 where the plot of the
frequency of the value of the daily ratio between the
number of job compilations (Nc) and the number of re-
lated executions (Nx) measured during a typical month
is given.
The figure shows that the measurements are character-
ized by a clear bimodal structure (after dropping the
sharp peak located at Nc / Nx $ 0 and indicating that
there is a large number of jobs runs using a one for
ever compiled executable). The bimodal structure of the
Figure is made of a narrow maximum located around
Nc / Nx $ 1 and a broader (though smaller) second one
located at Nc / Nx = 11. The first peak refers to jobs
for which the compilation is performed almost every
time the job is executed whereas the second one refers
to jobs for which the number of compilations largely
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Fig. 11 The Active User (AU), Service Provider (SP)
and Software Developer (SD) user profiles.

exceeds the number of runs.
The first type of jobs (associable with the dropped out
near zero peak) can be easily identified as characteriz-
ing the Passive User (PU) of the first subitem of item
1 of Table 2. PUs typically run on the Grid platform a
stable version of an application and, therefore, do not
need to compile the application every time it is sent
for execution. This type of user is more a ”production
scientist” (the largest and more computing intensive
members of COMPCHEM) who builds his/her scien-
tific investigations on a massive production of numer-
ical experiments carried out using well-established nu-
merical procedures for which extensive computational
campaigns for a large variety of different conditions are
needed.
The second type of jobs (associated with the lhs peak
of the Figure) can be easily identified as characteriz-
ing the Active User (AU). AUs typically (see the sec-
ond subitem of item 1 of Table 2) develop on the Grid
platform new applications or new versions of an ap-
plication. Therefore, for a certain period, they need to
compile again about each time the application is sent
for execution (or even more frequently) to check and
validate the modifications made to the code. On the
contrary, in other times, when the improved version
of the application has become more stable, they will
repeatedly execute it on the Grid in order to explore
its range of application without compiling. This type
of user is a ”chemistry expert” that develops new ver-
sions of an application of the molecular science type
mainly for personal use. From what it has been said, it
is difficult to separate AUs from other types of COM-
PCHEM members whose compilation activities exceed
executions. This is made apparent by the broadening of

the peak around Nc / Nx = 1 that indicates that there
is an appreciable extent of variability as far as compi-
lation before execution is concerned. This well charac-
terizes a particular case of AU, the so called Service
Providers (SP)s, which carry out software development
not only for themselves but also for providing services to
other users (see item 2 of Table 2). Altogether, this type
of COMPCHEM members can be labeled as ”chemistry
expert lent to Computer Science”.
The third type of jobs (associable with the rhs maxi-
mum of the Figure followed by a broad structure) can
be easily identified as Software Developers (SD)s. SDs
are a combination of molecular and computer scientist.
This is the case, in fact, of the COMPCHEM members
of the second subitem of item 3 of Table 2 having the
more or less defined function of transformer computer
applications into Grid Services (and testing them as
well) or even acting as middleware or framework de-
signer. For this reason, SDs bear characteristics similar
(though more exasperated) to those of AU and SP. As
a result, in the rhs structure of Fig. 11 the first maxi-
mum is followed by other smaller ones. This is clearly
the case of a ”computer scientist lent to Chemistry”
for the purpose of developing COMPCHEM Grid Ser-
vices by building new applications and/or new tools
as opposed to the already mentioned ”chemist lent to
Computer Science”.
Accordingly, in the first formulation of QoU (see [46,
62] our efforts have been concentrated on better defin-
ing the different user profiles of the research community
members and on producing general indicators address-
ing for all types of users belonging to a given VO. An
example of such investigation referred to the last twelve
months is given in Fig. 12 where the QoU calculated for
each COMPCHEM users is shown.

Fig. 12 Quality of User (QoU) calculated for all the
COMPCHEM Users (from December 1, 2010 to Decem-
ber 1, 2011).
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Such results show that QoU evaluation (and the associ-
ated Credits recognition based on the ability of GriF to
properly filter qualitative and quantitative information
providing a first formulation of fine QoU parameters)
paves the way to the development of new structured
methods and analytic models aimed at fostering Grid
Sustainability.

6 Conclusions and Future Work

In the present paper an extension of GriF, a Workflow-
oriented Grid Framework structuring computational ap-
plications as Web Services which can be run transpar-
ently on different computing platforms, is illustrated.
The extended GriF is, now, able to compose serial and
parallel tasks in a single complex Workflow and to com-
pose as well a Workflow of Workflows. As a Use Case
a prototype application of GEMS, the Grid Empow-
ered Molecular Simulator of the COMPCHEM VO, to
the study of diatom-diatom non reactive N2 + N2 pro-
cesses, has been implemented.
To our knowledge this is the first time that a study
of the fairly heavy nitrogen molecule nitrogen molecule
reaction starting from the ab initio determination of
the Potential Energy Surface and the subsequent car-
rying out of a trajectory dynamical study (though on a
different PES) of the considered reaction has been per-
formed using a single Grid Workflow. Results clearly
show that GriF, although still in a provisory stage, is
well suited for dealing with complex applications by ef-
ficiently routing Workflows of computational tasks on
a single composed Workflow that routes them on dif-
ferent parallel and distributed machines and for offer-
ing services minimizing the required user effort while
achieving maximum throughput.
The merit of the work reported here, however, goes
well beyond the utility of the massive production of
input data for the modeling of complex systems (like
spacecraft atmospheric re-entry or cold plasmas). The
introduced enhancements, in fact, highlight not only
the possibility of GriF to support applications running
on which of the Grid or the Supercomputer platforms
are most suited for the planned massive computational
campaign but also the capability of adopting a strategy
combining together different Parameter Study options
and Workflows.
On top of that, GriF makes it possible to rank the of-
fered Grid services and the activities of the users on
the basis of their profiles. This feature has been of par-
ticular interest because it has allowed the singling out
of various types of users. Moreover, the profiling of the
users has been taken as a basis to build Quality Eval-
uation of the work carried out in a general Grid Com-

munity (with particular reference to the COMPCHEM
community) and to the award of Credits to enhance
new levels of competitive collaboration.

7 Acknowledgements

The authors acknowledge interesting discussions with
Marco Cecchi and Michele Carpené as well as finan-
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simulator, in: A. Laganà, G. Lendvay (Eds.): Theory of the
dynamics of elementary chemical reactions, Kluwer, Dor-
drecht, 363-380 (2004).
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